
University of Bristol

Theory and Modelling in Chemical

Sciences

Projector-Based Embedding Calculations on

Deprotonation of Fluoroacetyl-CoA by

Citrate Synthase

Author:

Xinglong
Zhang

Supervisor:

Prof. Adrian
Mulholland

21 March 2016 � 22 April 2016



Acknowledgements

I would like to express my sincere gratitude to Fredrick Manby and Adrian
Mulholland for giving me the opportunity to work on this project at the
Centre for Computational Chemistry (CCC) within the University of Bristol.

I am also grateful to Fredrick Manby, Adrian Mulholland, Marc van der
Kamp, Simon Bennie and Robert Pennifold for providing excellent guidance
throughout the duration of the project; their approachability and enthusiasm
have been a source of inspiration. In addition, Marc provided the optimized
geometries of the fluoroacetyl-CoA and oxaloacetate in enzyme citrate syn-
thase as a starting point for this project.

I am also grateful to everyone in the CCC at Bristol for creating a hos-
pitable environment and for making our short stay at Bristol an enjoyable
one.

1



Abstract

Fluoroacetate is an organofluorine salt that is lethally toxic in
many mammals due to its metabolism to fluorocitrate in the body
catalysed by enzyme citrate synthase. Two possible stereoisomers of
fluorocitrate, one of which is poisonous, could be formed depending
on which proton is removed in the deprotonation step of fluoroacetyl-
CoA. In this project, we combined projector-based wavefunction in
density functional (WFT-in-DFT) embedding with molecular mechan-
ics (MM) method to calculate the energy profiles of the deprotonation
step in the formation of the enolate intermediates. We demonstrated
that projector-based embedding is a viable technique to apply to the
modelling of complex enzyme system. Coupled with its independence
of the choice of DFT functionals as well as increased computational
e�ciency when a suitably truncated basis set is applied, this method
will prove widespread in use when applying to the modelling of com-
plex systems in the future.

1 Introduction

1.1 Enzyme Catalysis and Mechanisms

Figure 1: Schematic representation of the Citric Acid Cycle (CAC). This cycle is centrally
important as it is involved in energy production, lipid metabolism as well as amino acid
supply for protein synthesis. Figure adapted from electronic source.2
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The citric acid cycle,1 also known as the Krebs cycle or tricarboxylic
acid cycle, consists of a series of biochemical reactions (Figure 1) involved
in the production of molecular energy in all aerobic organisms. The cycle
essentially oxidises acetyl-Coenzyme A (acetyl-CoA), derived variously from
carbohydrates, lipids and proteins, to carbon dioxide and energy. The two-
carbon (2C) acetyl-CoA first enters the citric acid cycle by reacting with
four-carbon (4C) oxaloacetate to give six-carbon (6C) citrate; this conversion
step is catalysed by enzyme citrate synthase:

Scheme 1: Conversion of acetyl-CoA and oxaloacetate to citrate catalysed by enzyme
citrate synthase

The first step of the catalysis involves a single deprotonation of methyl group
on acetyl-CoA by Asp375 residue of enzyme citrate synthase, forming a sta-
ble enolate intermediate.3,4 The negatively charged enolate oxygen is sta-
bilised by hydrogen bond donation from His274 residue on the enzyme and a
conserved water molecule.4–6 This enolate intermediate then attacks the car-
bonyl carbon on oxaloacetate, giving citryl-CoA intermediate3 which, upon
hydrolysis, yields the final product of citrate. The reaction mechanism is
given schematically below:

Scheme 2: Reaction mechanism for the conversion of acetyl-CoA and oxoloacetate to
citrate catalysed by enzyme citrate synthase.

When fluoroacetate, an organofluorine salt that di↵ers from acetate by the
substitution of a hydrogen atom by a fluorine atom on the methyl group, is
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present in the body, citrate synthase can catalyse the conversion of fluoroacetyl-
CoA to fluorocitrate.7 The enzyme mechanism is the same as in the forma-
tion of citrate from acetyl-CoA, namely a deprotonation followed by carbon-
carbon condensation. However, because of the possibility to deprotonate
either one of the two hydrogen atoms of the fluoroacetyl-CoA, it is now pos-
sible to form two stereoisomers of fluorocitrate (Scheme 3). The lower energy
stereoisomer, (2R,3R)-fluoroacetate,8,10 is lethally toxic; it acts as a potent
inhibitor of enzyme aconitase8,9 (enzyme catalysing the conversion of citrate
to aconitate in the next step of citric acid cycle; see Figure 1), thereby halting
the citric acid cycle.

Scheme 3: Conversion of fluoroacetyl-CoA and oxaloacetate to fluorocitrate catalysed
by enzyme citrate synthase. Note that due to the flexibility of the C-C bond between
fluoromethyl group and thioester group, two stereoisomers of fluorocitrate can be formed,
depending on which hydrogen atom is deprotonated in the first step.

In this study, we are interested in the energy profiles of the deprotonation
step of fluoroacetyl-CoA catalysed by citrate synthase in the formation of
either E-enolate or Z-enolate.
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1.2 Quantum Mechanics/Molecular Mechanics

Chemical calculations and modelling inevitably involve a compromise be-
tween speed and accuracy. Combined quantum mechanics/molecular me-
chanics (QM/MM) method11–13 aims to strike a balance between these two
ideals by treating a small part of a system using highly accurate but compu-
tationally demanding (ab initio or density functional) quantum mechanical
method and the rest of the system using less accurate but computationally
cheaper molecular mechanics method. The quantum mechanical methods de-
scribe the electronic structure of a subsystem, thereby allowing an accurate
modelling of electron movements during bond breaking and bond formation.
On the other hand, molecular mechanics method treats interactions between
atoms using a potential energy function, a so-called ‘force field’,14 allowing
an e�cient modelling of the e↵ects of a wider environment.

Since the pivotal work by Warshel and Levitt11 in 1976, QM/MM method
have been widely applied in the field of computational enzymology,15 where
this method is used to study enzyme reactions and mechanisms. When ap-
plying QM/MM method to an enzyme system, it is important to choose
and partition appropriately the regions to be treated quantum mechani-
cally and molecular mechanically. Usually, substrate molecules and catalytic
residues involved in the chemical reaction are treated using high-level QM
method whereas the surrounding environment is treated by MM method. It
is also important to decide on the specific QM method and MM force field
to be used. There are many QM methods of varying accuracy and com-
putational cost available. These range from fast, semiempirical17 methods
(e.g. AM1, PM3, SCC-DFTB) to the more accurate density functional18

methods (e.g. B3LYP) and high-level, more computationally demanding
(post-Hartree-Fock) ab initio wavefunction-based methods such as MP2,19

CCSD(T).20 Similarly, many choices of MM methods are available; some
commonly used MM force fields include CHARMM27,21 AMBER22 ↵99 or
↵99SB and OPLS-AA.23

After deciding the regions for separate QM and MM treatments, it is
important to decide how to treat the covalent bonds that cross the QM/MM
boundary. The appropriate treatment of this interface underpins the success
of QM/MM approach. Many ways exist to do so such as introducing link
atoms24–27 between QM and MM regions and using hybrid orbitals on MM
atoms28 or a ‘pseudobond’ to replace the covalent bond across the QM/MM
boundary.16 These methods are used to construct energy function at the
interface. In addition to energy, analytical gradients of the potential energy
surface are calculated in order to carry out geometry optimizations.29
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1.3 Projector-Based WFT-in-DFT Embedding

In modelling multiscale enzyme reactions, it is computationally e�cient to
divide a system into subsystems where the reaction centre of an enzyme is
treated using high-level quantum mechanics (QM) methods and the wider en-
zyme environment is treated using less expensive molecular mechanics (MM)
methods (combined QM/MM11,30). If we look at the QM methods employed
for enzyme modelling, we notice that Hartree-Fock (HF) theory can give
higher reaction barriers than experiments.5,13 Møller-Plesset second-order
perturbation theory (MP2),19 although more accurate, tends to underesti-
mate the barriers.13 CCSD(T) is the ‘gold standard’ for quantum chemical
calculations.20 However, it scales unfavourably as O(N7) where N denotes
system size. Therefore, for large enzyme systems, density functional theory
(DFT) o↵ers an attractive alternative as the QM method for simulation due
to its relatively lower computational cost.

One drawback with using DFT for simulations is that its accuracy is
often dependent on the choice of functional employed in a particular calcula-
tion; the more accurate the functional is at describing the system, the more
accurate the results are. This implies that the calculated results can vary
considerably depending on the choice of functionals; it is not uncommon for
DFT calculations to give qualitatively incorrect conclusions on enzyme mech-
anisms.31,32 Although there is an on-going development of better functional
approximations,33–38 the lack of a systematically improvable method in DFT
renders its application limited in many cases.

Wavefunction theory in density functional theory (WFT-in-DFT) embed-
ding scheme on the QM region combines the accuracy of ab initio wavefunction-
based technique with the speed and e�ciency of density functional method.
In a WFT-in-DFT embedding,39,40 a system is divided into subsystems (de-
note active subsystem by A and frozen subsystem by B) where the sum of
the densities of the subsystems equal to the total density of the system

⇢T = ⇢A + ⇢B. (1)

The Kohn-Sham energy in terms of the density functional is then given
by

E[⇢T ] = E[⇢A] + E[⇢B] + �E[⇢A, ⇢B] (2)

where �E[⇢A, ⇢B] includes the non-additive Coulomb, exchange-correlation,
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and kinetic energies given, respectively, by39

�J [⇢A, ⇢B] = J [⇢]� J [⇢A]� J [⇢B] =

Z
dr

1

Z
r

2

⇢A(1)⇢B(2)

r
12

; (3)

�E
xc

[⇢A, ⇢B] = E
xc

[⇢]� E
xc

[⇢A]� E
xc

[⇢B]; (4)

�T
s

[⇢A, ⇢B] = T
s

[⇢]� T
s

[⇢A]� T
s

[⇢B]. (5)

The non-additive kinetic energy contribution from the subsystems (Equa-
tion (5)) is the most di�cult to evaluate due to the lack of an exact density
functional for the kinetic energy.39 This term has to be approximated,41,42

resulting in errors which are largest for systems in which the subsystem den-
sities strongly overlap.43 Although recent development in optimized e↵ec-
tive potential (OEP) methods44–48 allows the exact calculation of this non-
additive kinetic energy, it is computationally very demanding to do so. There-
fore, projector-based embedding scheme40 is introduced in order to negate
the need to evaluate this term.

In a projector-based embedding scheme, as in all embedding schemes,
the system is divided into subsystems whose densities sum up to give the
total density of the whole system. Additionally, the core Hamiltonian of the
active subsystem (subsystem A) embedded in frozen subsystem (subsystem
B), hAinB, is modified such that the DFT-in-DFT embedding energy is the
same as the full DFT energy of the total system.39,40 A large, positive, level-
shift parameter, µ, and a projector onto orbitals in subsystem B, PB, are
introduced into the core Hamiltonian to give

h

AinB = h+ J[⇢A + ⇢B]� J[⇢A] + v

xc

[⇢A + ⇢B]� v

xc

[⇢A] + µPB (6)

where h is the original core Hamiltonian of the system; J[⇢A + ⇢B] � J[⇢A]
and v

xc

[⇢A + ⇢B] � v

xc

[⇢A] give, respectively, the Coulomb and exchange
correlation interactions with electrons of subsystem B. Because the level-
shift parameter µ is large and positive, the net e↵ect of applying the projector
onto subsystem B is to elevate the energies of the orbitals in subsystem B
so that its orbitals become inaccessible to subsystem A. In the limit µ !
1, orbitals of subsystem A are constrained to be orthogonal to orbitals of
subsystem B, so that the non-additive kinetic energy becomes incidentally
zero. Perturbation theory could be applied to calculate the µ ! 1 limit to
account for the unavailability of choosing µ as 1 in a computer simulation.39

In using orthogonal orbital sets for the subsystems, we thereby avoid the
need to evaluate the non-additive kinetic energy component arising from the
division of a system into subsystems.39,40

For enzymatic modelling using embedding scheme, it is customary to di-
vide the whole enzyme-substrate system into three subsystems A, B and C.
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Subsystems A and B (usually made up of substrates and reacting catalytic en-
zyme residues) are treated quantum mechanically; specifically, subsystem A
is treated using high-level (correlated) wavefunction theory (WFT) whereas
subsystem B is treated using more a↵ordable DFT method. In addition, the
surrounding enzyme environment (subsystem C) is treated using low-level
molecular mechanics. The core Hamiltonian then has an additional term,
h

C

QM/MM

, that describes the electronic interaction of the QM region with
the MM charges in subsystem C. The core Hamiltonian in such an enzyme
system is then given by

h

AinB inC = h+J[⇢A+⇢B]�J[⇢A]+v

xc

[⇢A+⇢B]�v

xc

[⇢A]+µPB+h

C

QM/MM

.
(7)

To further increase computational e�ciency, a basis set truncation on
subsystem A is implemented to reduce the number of two-electron integrals
to calculate by reducing the number of virtual orbitals.49 To apply this
method, orbital localisation is required. This truncated embedding calcu-
lation uses net Mulliken populations on localised orbitals to automatically
(in MOLPRO50,51 package) screen and keep basis functions with large con-
tributions to the density matrix of the subsystem.49 A single truncation
parameter, �, is used to decide if a given function ↵ should be kept or dis-
carded;49 it is discarded if qnet

↵

< � where qnet
↵

is the net Mulliken population
of function ↵. The advantage of this method is that the basis set truncation
only relies on this single truncation threshold parameter � and requires no
geometry-dependent information.49

In summary, a typical WFT-in-DFT//MM calculation on an enzyme sys-
tem involves the following steps40,49

1. Select a previously optimized (e.g. with QM/MM) structure of an
enzyme-substrate complex.

2. Run a single Kohn-Sham DFT calculation on the QM subsystems (A
+ B).

3. Localise orbitals using e.g. Intrinsic Bond Orbital (IBO) localization
scheme of Knizia.52

4. Select atoms in subsystem A for high-level QM calculations (e.g. using
MP2, SCS-MP2, CCSD(T)).

5. Apply truncation parameter � to select an atomic orbitals subset.

6. Perform high level calculations on subsystem A using the core Hamil-
tonian of Equation (7). This gives the WFT-in-DFT//MM energy for
the whole system.
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2 Computational Methods

To study the deprotonation of fluoroacetyl-CoA step in the formation the
enolate intermediates, a reaction coordinate was first defined as

rc = d(C
FaCoA

H)� d(O
Asp375

H)

which is the di↵erence between the bond length of C�H of the fluoromethyl
group in fluoroacetyl-CoA and the bond length of O�H between the Oxygen
atom on Asp375 reside and the abstracted proton (see Figure 2, Right for
reference on the chemical structures). By comparing to e.g. nudged elastic
band method, this reaction coordinate was shown to accurately represent the
reaction pathway.4

The starting point for the simulation of this reaction was prepared per-
viously by van der Kamp et al .53 Specifically in their work, the high-
resolution crystal structure of chicken citrate synthase complexed with acetyl-
CoA and the inhibitor R-malate was taken54 and acetyl-CoA was replaced
by fluoroacetyl-CoA and R-malate by oxaloacetate.31,53 Figure 2 (Left)
shows a graphical representation of the model being employed. In their
work, transition state conformations were generated using umbrella sam-
pling molecular mechanics, and then iterative QM/MM optimisations at
B3LYP/6-31+G(d)//CHARMM27 level were performed in both directions
to obtain structures from between rc = �1.4Å and rc = 1.4Å in 0.1Å incre-
ment.53 In the geometry optimization, Asp375 side chain, methylthioester of
fluoroacetyl-CoA and oxaloacetate were chosen to be the QM region (systems
A+B in Figure 2, Centre and Right). The energies for these reaction profiles
were calculated at spin-component-scaled SCS-MP2 level using aug-cc-pVDZ
basis set in CHARMM27 MM force field.53 This canonical SCS-MP2//MM
energies were shown to agree well with the experimental results.53 There-
fore, we use these results that they obtained as our reference for subsequent
embedding calculations.

For embedding calculations, single-point WFT-in-DFT//MM calculations
were performed using the Molpro 2015.1 software package.50,51 The MM en-
ergy and QM/MM van der Waals contributions were taken from the previous
B3LYP/6-31+G(d)//CHARMM27 calculations.53 All calculations used aug-
cc-pVDZ basis set for atoms in subsystems A and B. QM region (subsystems
A and B) calculations were first performed using B3LYP,55 PBE,56 LDA57,58

functionals as well as Hartree-Fock theory. WFT-in-DFT//MM calculations
used each of these methods for subsystem B and SCS-MP219 for subsystem
A. The atoms for subsystem A were chosen to include those directly involved
in the enzyme catalytic reaction as well as those two bonds away from them.61
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Figure 2: Left: A graphical representation of enzyme citrate synthase with fluoroacetyl-
CoA and oxaloacetate substrates bound. Figure adapted from paper.61 Centre: A ball-
and-stick model of the deprotonation of fluoroacetyl-CoA by Aspartate375 residue of en-
zyme citrate synthase; oxaloacetate is also included. Right: Chemical structure repre-
sentation of the deprotonation step of fluoroacetyl-CoA; one hydrogen atom on Me1 side
chain is treated as link atom to link the Asp375 residue to the MM region of the rest of
the enzyme. Me2 was used to replace the coenzyme A side arm in the simulation of QM
region.

This region of subsystem A is shown schematically in Figure 2, Right. Sub-
system A contained 80 electrons; the sulfur valency was satisfied by including
the covalent bond with the methyl group. The 1s, 2s and 2p electrons from
the 5 lowest-energy orbitals were treated as core electrons and were not cor-
related in the WFT method.61 All other electrons, including 1s electrons on
carbon, hydrogen, fluorine atoms, were correlated to achieve high accuracy.
Orbital localization was achieved using the localization scheme of Knizia.52

To apply basis-set truncation, two truncation threshold values (10�3 and
10�4) were used. We note that the lower the truncation value, the more the
functions from subsystem B are kept; if we set the threshold value to zero,
then the entire basis set is retained. Visualizations of structures were done
using VMD 1.9.2.60

3 Results and Discussion

In the formation of fluorocitrate, it was shown experimentally62 that the mi-
nor stereoisomer, (2S,3R)-fluorocitrate, amounts to 2�3% of the major prod-
uct. This corresponded to a di↵erence in the activation energies of 2.06�2.30
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kcalmol�1 using transition state theory. In addition, previous computational
modelling53 of the deprotonation of fluoroacetyl-CoA using QM/MM showed
that SCS-MP2//MM energies corroborated well with the experimentally de-
termined values.

Figure 3: Energy profiles for enolate formations from canonical calculations using HF and
DFT methods with full basis set. Left: E-enolate formation. Right: Z-enolate formation.

To assess the e↵ect of choosing di↵erent density functionals on the reac-
tion profiles of E- and Z-enolate formations, we performed a canonical calcu-
lation of the deprotonation step using Hartree-Fock and various DFT func-
tionals on the full QM region (subsystems A + B) with full basis set. These
functionals included a primitive local density approximation (LDA57,58), a
general gradient approximation (PBE56), two hybrid functionals (B3LYP55

and BH&HLYP59). The reaction profiles for both E- and Z-enolate forma-
tions are presented in Figure 3. All calculated energies included energy con-
tribution from the MM region. From the figure, we can see that for both
enolates, only HF and the two hybrid functionals, BH&HLYP and B3LYP,
were able to predict (at least qualitatively) stable enolate formations; LDA
and PBE functionals failed to predict any stable enolate formations. More
importantly, we see that these di↵erent methods gave a large spread in the
energy of the transition states (ca. 20 kcalmol�1) in both enolate formations.
This unequivocally demonstrated that the accuracy of a DFT calculation is
strongly dependent on the choice of the functional used. We showed direct
comparisons of the reaction profiles of the E- and Z-enolate formations calcu-
lated from these individual methods (except BH&HLYP) in Figure 4. Note
that all methods correctly gave energies of E-enolate lower than that of Z-
enolate although as expected, some functionals performed better than others
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as noted above.

Figure 4: Energy profiles for E-enolate and Z-enolate formation from canonical calcula-
tions using HF and DFT methods on the whole QM region with full basis set. Top left: HF
method. Top right: DFT B3LYP method. Bottom left: DFT PBE method. Bottom right:
DFT LDA method. Note that HF and B3LYP methods predicted qualitatively correct
energy profiles while PBE and LDA failed to qualitatively predict enolate formations.

Because SCS-MP2//MM energy calculated from B3LYP-optimized enzyme-
substrate geometries has been shown by van der Kamp et al

53 to be the closest
to the experimentally determined energy di↵erence between E-enolate and
Z-enolate, we will use these values as reference for all our calculations. In
their study, the transition state for E-enolate formation was at an energy
of 15.4 kcalmol�1 above the relative energy of fluoroacetyl-CoA, which was
taken to be zero; the transition state for Z-enolate formation was at an en-
ergy of 17.2 kcalmol�1, giving a di↵erence of 1.8 kcalmol�1 in the activation
energies for the formations of E-enolate and of Z-enolate. In addition, the
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E-enolate intermediate was at a relative energy of 12.3 kcalmol�1 whereas
the Z-enolate intermediate was at a relative energy of 14.3 kcalmol�1, giving
an energy di↵erence of 2.0 kcalmol�1; this means that the E-enolate was
thermodynamically more stable than the Z-enolate.

For our embedding calculations, we note that HF-in-DFT(B3LYP, PBE,
LDA) consistently gave energies higher than the reference values for both
E- and Z-enolate formations (results not shown). SCS-MP2-in-DFT(B3LYP,
PBE, LDA) gave lower than the reference values for both E- and Z-enolate
formations except for Z-enolate formation using SCS-MP2-in-B3LYP embed-
ding method (results not shown). Here, we focus on the energy profiles for E-
and Z-enolate formations calculated using SCS-MP2-in-DFT(B3LYP, PBE,
LDA)//MM embedding scheme.

We first showed the energy profiles for E- and Z-enolate formations sep-
arately. For each species, the reference energy profiles from earlier work53

(canonical SCS-MP2) have been included for comparison. In addition, we
also include the energy profiles from canonical DFT calculation as well as
from embedding calculations using each of the two truncation parameter val-
ues. Figure 5 shows the results when using B3LYP as the density functional.
We can see that in both enolates, the canonical calculations using B3LYP on
the whole QM region (subsystems A + B) predicted significantly lower ac-
tivation barriers. The energy profiles calculated using a basis-set truncation
threshold of 10�4, although about 1 kcalmol�1 lower, agreed quite well with
the reference ones for both enolates. On the other hand, the energy profiles
calculated using a higher basis-set truncation value of 10�3 showed an oscilla-
tory behaviour for E-enolate formation with rc � 0.6Å and a discontinuity for
Z-enolate formation at rc = 0.3Å. By plotting the number of basis functions
used for each reaction coordinate for the embedding calculations (Figure 6),
we can see that, at a higher truncation value of � = 10�3 when more basis
functions were discarded, the oscillatory behaviour in the E-enolate forma-
tion correlated well with the oscillatory behaviour in the number of functions
used for each reaction coordinate; the more number of basis functions used,
the lower the calculated energies were. We also note that the sudden drop
in the energy for the Z-enolate formation also corresponded to a sudden in-
crease in the number of basis functions used. On the other hand, we see that
at a lower truncation value (� = 10�4) when more basis functions were used,
the energies were not a↵ected, if at all, by the varying number of basis func-
tions used for each reaction coordinate, implying that the changing number
of basis functions have smaller e↵ect on the energies calculated when more
functions are included for calculations.

SCS-MP2-in-PBE and SCS-MP2-in-LDA embedding calculations gave
similar results to the ones obtained for SCS-MP2-in-B3LYP embedding cal-
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Figure 5: Energy profiles for E-enolate and Z-enolate formation from canonical SCS-MP2
(reference) and canonical B3LYP calculations using full basis set as well as SCS-MP2-in-
B3LYP embedding calculations with two basis-set truncation threshold values (den=10�3

and den=10�4). Left: E-enolate formation. Right: Z-enolate formation. Note that the
energy from the MM region has been included.

Figure 6: Energy profiles for E-enolate and Z-enolate formation from SCS-MP2-in-
B3LYP embedding calculations, together with the number of basis functions used, for
each of the two basis-set truncation threshold values (den=10�3 and den=0.0001). Left:
E-enolate formation. Right: Z-enolate formation.
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Figure 7: Energy profiles for E-enolate and Z-enolate formation from canonical SCS-
MP2 (reference) and canonical PBE/LDA calculations using full basis set as well as SCS-
MP2-in-PBE/LDA embedding calculations with two basis-set truncation threshold values
(den=10�3 and den=0.0001). Note that canonical PBE and LDA results di↵er qualita-
tively from the referenced canonical SCS-MP2 results. Top Row: PBE functionals used.
Bottom Row: LDA functionals used. Left: E-enolate formation. Right: Z-enolate forma-
tion. Energy from the MM region has been included.

culations. These energy profiles are shown in Figures 7. Again, we note
that the energy profiles at lower basis-set truncation value (� = 10�4) agreed
well with the canonical SCS-MP2 reference, although slightly lower. When
more basis functions were discarded at a higher basis-set truncation value
of � = 10�3, discontinuities in the reaction energy profiles occurred except
for SCS-MP2-in-LDA for E-enolate formation. These discontinuities can be
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shown to be similarly related to the change in the number of basis functions
used for the embedding calculations (results not shown). This could be due
to a substantial change in the density of the system when an important basis
function was discarded. Therefore, for truncated embedding calculations, a
default value of � = 10�4 is recommended to achieve an accurate result.

To return to the stereoselectivity problem of enolate formations from the
deprotonation of fluoroacetyl-CoA, we compare the reaction profiles from
the embedding calculations using the more accurate, smaller basis-set trun-
cation parameter (� = 0.0001) to the referenced canonical SCS-MP2 results.
The individual SCS-MP2-in-DFT(B3LYP, PBE, LDA) profiles are included
in Figure 9 in Supplementary Data. Here in Figure 8, we show the super-
imposed SCS-MP2-in-DFT embedding results for the three functionals used.
Although slightly lower in energies than the referenced SCS-MP2 results, it
is clear that the embedding results agreed well quantitatively amongst them-
selves for each enolate regardless of the choice of density functional used for
subsystem B. This eliminates the dependence of the energy profile on the
choice of DFT used. Notably, these WFT-embedded DFT methods yielded
results significantly better than the canonical DFT (DFT on whole QM re-
gion using full basis set) results which were highly dependent on the choice
of functionals (Figures 5, 7).
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Figure 8: Energy profiles for E-enolate and Z-enolate formation from canonical SCS-
MP2 (reference) and canonical LDA calculations using full basis set as well as SCS-MP2-
in-LDA embedding calculations with two basis-set truncation threshold values (den=10�3

and den=0.0001). Left: E-enolate formation. Right: Z-enolate formation. Note that the
energy from the MM region has been included.

The di↵erence in energies between E- and Z-enolate transition states
were shown using canonical SCS-MP2 to be 1.8 kcalmol�1. The embedding
methods gave a di↵erence of 1.8 kcalmol�1 for SCS-MP2-in-B3LYP and 1.6
kcalmol�1 for both SCS-MP2-in-PBE and SCS-MP2-in-LDA, showing that
embedding calculations can yield quantitatively correct results when we are
only interested in the energy di↵erences between transition states of di↵er-
ent reaction pathways. The di↵erences in energies between E- and Z-enolates
from the canonical SCS-MP2 calculations were 2.0 kcalmol�1. The embed-
ding results gave di↵erences in energies of the enolates as 2.0 kcalmol�1

for SCS-MP2-in-B3LYP and SCS-MP2-in-LDA and as 1.8 kcalmol�1 for
SCS-MP2-in-PBE. Again, we note the excellent agreement of the energy
di↵erences of the enolate intermediates. Evidence from this work showed
that for calculations involving relative energy di↵erences of di↵erent inter-
mediates/products of a (stereo-)selective reaction with multiple mechanistic
pathways, embedding method could prove most computationally e�cient.
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4 Conclusion

We have shown that the projector-based WFT-in-DFT embedding coupled
to MM is a viable method for the modelling complex systems such as en-
zymatic reactions. It is also possible to embed di↵erent high-level ab ini-

tio quantum mechanical methods in low-level density functional methods
for the QM region in a wider MM environment of an enzyme surrounding.
This WFT-in-DFT embedding can be easily achieved as it only requires
a modification of the core Hamiltonian of an active subsystem (subsystem
A) in a frozen subsystem (subsystem B). It therefore follows that di↵erent
wavefunction-based embedding could be tested and systematically improved.
We can therefore subsequently test the accuracy of more sophisticated meth-
ods such as CCSD(T)-in-DFT embedding.

We have also shown that a careful choice of truncation parameter for
basis-set truncation can reduce the number of basis functions, thereby ac-
celerating the computational calculations without the loss of accuracy. For
default calculations, we showed that a truncation threshold of 10�4 is a good
value to use. In addition, wavefunction embedding calculations are largely
independent of the DFT functionals used for subsystem B, thereby eliminat-
ing the variability of calculated energies due to the choice of functionals in
traditional canonical DFT calculations. These advantages of projector-based
WFT-in-DFT embedding method, coupled with the fact that the embedding
can cut across all types of bonding, will see the widespread use of this method,
especially for the modelling of complex systems, in the future.
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6 Supplementary Data

Figure 9: Energy profiles for E-enolate and Z-enolate formation from canonical SCS-
MP2 (reference) and SCS-MP2-in-DFT embedding calculations using basis-set truncation
threshold values of 10�4. Top: SCS-MP2-in-B3LYP. Middle: SCS-MP2-in-PBE. Bottom:
SCS-MP2-in-LDA.
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