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4. COMPUTATIONAL SECTION 

4.1 Computational Methods  

The model catalyst was conformationally sampled to locate the most stable complex. 

The conformational sampling was carried out using Grimme’s CREST program[1,2], 

which used metadynamics (MTD) with genetic z-matrix crossing (GC) performed at the 

GFN2-xTB[3–5] extended semiempirical tight-binding level of theory with opt= vtight 

option. Ten of the lowest energy GFN2-xTB optimized structures from the CREST search 

were further optimized using density functional theory (DFT), implemented in Gaussian 
16 rev. B.01 software[6], in the gas phase using the B3LYP hybrid functional[7–10] with 

Grimme’s D3 dispersion correction with Becke-Johnson damping[11] (hereafter 

denoted B3LYP-D3BJ) and the def2-SVPD[12,13] Karlsruhe-family basis set for Br atom 

and def2-SVP[12,14] basis set for all other atoms (this mixed basis set is denoted BS1). 

The “D” in def2-SVPD basis set denotes dihuse functions which are important for the 

correct description of anionic electron distributions [15-17]. Dispersion correction 

(D3BJ) has been added to correctly capture non-covalent interactions [18-21]. Minima 

and transition structures on the potential energy surface (PES) were confirmed as such 

by harmonic frequency analysis, showing respectively zero and one imaginary 

frequency.  

Gibbs energies were evaluated at the reaction temperature of 110 ºC, using Grimme’s 

scheme of quasi-RRHO treatment of vibrational entropies [22], using the GoodVibes 

code [23]. Vibrational entropies of frequencies below 100 cm-1 were obtained according 

to a free rotor description, using a smooth damping function to interpolate between the 

two limiting descriptions [22].  

The free energies reported in Gaussian from gas-phase optimization were further 

corrected using standard concentration of 1 mol/L [24], which were used in solvation 

calculations, instead of the gas-phase 1atm used by default in the Gaussian program.  

To improve on the accuracy of the corrected Gibbs energy profile, single point (SP) 

calculations on the gas phase B3LYP-D3BJ/BS1 optimized geometries were performed 

at B3LYP-D3BJ with def2-TZVPD[12,13] basis set for Br atom and  def2-TZVP[12,14] 

basis set for all other atoms (denoted BS2) in the implicit SMD continuum solvation 

model[25] for ethanol solvent that was used experimentally, to account for the ehect of 

solvent on the potential energy surface. The final corrected Gibbs energy SMD(ethanol)-

B3LYP-D3BJ/BS2//B3LYP-D3BJ/BS1 is used for discussion throughout. All Gibbs energy 

values in the text and figures are quoted in kcal mol-1. 

Non-covalent interactions (NCIs) were analyzed using NCIPLOT[26] calculations. 

The .wfn files for NCIPLOT were generated at BS1 level of theory. NCI indices calculated 

with NCIPLOT were visualized at a gradient isosurface value of s = 0.5 au. These are 

colored according to the sign of the second eigenvalue (λ2) of the Laplacian of the 
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density (∇2") over the range of –0.1 (blue = attractive) to +0.1 (red = repulsive). Molecular 

orbitals are visualized using an isosurface value of 0.05 au throughout. All molecular 

structures and molecular orbitals were visualized using PyMOL software [27].  

4.2 Model reaction  

Scheme S1 shows the model reaction that we have used for the computational studies 

of reaction mechanism for ZIF catalyzed conversion of CO2 and epoxide to cyclic 

carbonate. Model catalyst INT1 was used to represent the full catalyst ZP2.  

 

Scheme S1. Model reaction used in the computational modelling studies. 

The DFT optimized transition state (TS) structures for the model reaction are shown in 

Fig. S13.  
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Figure S13. DFT optimized structures for the model reaction shown in Scheme S1. Key 

distances are given in Å. 

4.3 Role of hydroxyl (OH) groups 

To understand the role of the hydroxyl groups on the catalyst, we replaced the OH 

groups by H atom to get the model reaction shown in Scheme S2 top; we also model the 

catalyst ZP1 by INT1b shown in Scheme S2 bottom.  

 

Scheme S2. Reaction where the hydroxyl groups in the catalyst is replaced by H atoms. 

We focused on the ring closure step, which is the rate-determining step. We calculated 

the energies of the turnover frequency (TOF)-determining intermediate (TDI), which is 

INT1a and INT1b, and the TOF-determining transition state (TDTS), which is the ring 

closure step (TS3a and TS3b, DFT optimized structure in Figure S5).  
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Figure S14. DFT optimized structures, frontier molecular orbitals (FMOs) and non-

covalent interaction (NCI) plots for the ring closure step for INT1 and INT1’ catalysts. 

Key distances are given in Å. 

4.4 Model reaction using polymer P1 

To understand the role of the ZIF in the performance, we model the reaction using 

polymer P1 shown in Scheme S3. 

 

Scheme S2. Model reaction using polymer P1. 
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Since this polymer lacks Zn ions, the steps may have diherent barriers compared to the 

ZIF systems studied previously. As such, we performed computational studies on the 

full catalytic cycle. The Gibbs energy profile is shown in Figure S7. 

We can see that the epoxide ring opening by bromide anion has a high barrier of 27.9 

kcal/mol (TS1p, Fig. S7). This forms a ring-opened intermediate INT3p, that is highly 

exergonic. INT3p then adds to CO2 without an appreciable barrier, as the direct 

optimization of INT3p in the presence of CO2 (placed more than 5Å away) yields INT5p 

directly. This is then followed by ring closing TS3p (26.0 kcal/mol) to yield the final cyclic 

carbonate product.  

We see that the ring opening of epoxide by bromide anion is the overall rate-determining 

step and this gives the energetic span of the catalytic reaction as 27.9 kcal/mol. This 

step is not favored, as in the absence of any Lewis acid activation, the epoxide is not 

very nucleophilic towards bromide attack. 

 

Figure S15 The Gibbs free energy profile for the formation of cyclic carbonate catalyzed 

by polymer P1 modeled using INT1p.  
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Geometries of all optimized structures (in .xyz format with their associated energy in 

Hartrees) are included in a separate folder named DFT_optimized_structures with an 

associated readme.txt file. All these data have been deposited and uploaded to 

https://zenodo.org/records/13296902 (DOI: 10.5281/zenodo.13296902). 

Absolute values (in Hartrees) for SCF energy, zero-point vibrational energy (ZPE), 

enthalpy and quasi-harmonic Gibbs free energy (at 110 oC/383.15 K) for optimized 

structures are given below. Single point corrections in SMD ethanol using B3LYP-D3/BS2 
level of theory are also included.  

Structure E/au ZPE/au H/au T.S/au qh-G/au 
SP B3LYP-
D3/BS2  

CO2 -188.44468 0.011776 -188.42806 0.028446 -188.456508 -188.6672 

epoxide  -192.97454 0.085035 -192.88161 0.039452 -192.921056 -193.2052 

cyclic_carb
onate -381.4548 0.102874 -381.34117 0.048034 -381.388858 

-381.9099 

INT1 -5648.9864 0.499023 -5648.4384 0.141014 
-
5648.567049 

-
5651.024722 

INT1-c2 -5648.9864 0.499023 -5648.4384 0.141001 
-
5648.567044 

-
5651.024712 

INT1-c3 -5648.9864 0.499023 -5648.4384 0.140994 
-
5648.567042 

-
5651.024701 

INT1-c4 -5648.9864 0.499023 -5648.4384 0.140992 -5648.56704 
-
5651.024717 

INT1-c5 -5648.9826 0.498632 -5648.4347 0.140902 
-
5648.563855 

-
5651.023719 

INT1-c6 -5648.9806 0.498318 -5648.4329 0.142591 
-
5648.562902 -5651.02216 

INT1-c7 -5648.9809 0.498326 -5648.4331 0.141982 
-
5648.562708 

-
5651.022758 

INT1-c8 -5648.9788 0.498466 -5648.4321 0.13789 
-
5648.558984 

-
5651.017204 

INT1-c9 -5648.9734 0.499792 -5648.4256 0.135607 
-
5648.551167 

-
5651.011303 

INT2 -5841.9992 0.585977 -5841.3553 0.1622 
-
5841.502012 

-
5844.248011 

TS1 -5841.9281 0.584605 -5841.2861 0.158384 
-
5841.430962 

-
5844.221108 

INT3 -5841.975 0.586429 -5841.3314 0.15817 
-
5841.475614 

-
5844.250108 

https://zenodo.org/records/13296902
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INT4 -6030.4381 0.599567 -6029.7758 0.172974 
-
6029.932092 -6032.91795 

TS2 -6030.4379 0.599453 -6029.7769 0.168669 -6029.93018 
-
6032.916427 

INT5 -6030.4495 0.602007 -6029.7864 0.16644 
-
6029.938194 

-
6032.939161 

TS3 -6030.4118 0.601296 -6029.75 0.165722 
-
6029.901082 

-
6032.910897 

INT6 -6030.4214 0.602935 -6029.7573 0.168921 -6029.91012 
-
6032.932912 

INT1a -5498.6545 0.486357 -5498.1213 0.134946 
-
5498.245244 

-
5500.519544 

INT1a-c2 -5498.6528 0.486384 -5498.1195 0.136396 
-
5498.244232 -5500.5164 

INT1a-c3 -5498.6528 0.486383 -5498.1195 0.136402 
-
5498.244235 

-
5500.516391 

INT1a-c4 -5498.6528 0.486384 -5498.1195 0.136401 
-
5498.244236 

-
5500.516376 

INT1a-c5 -5498.6522 0.486293 -5498.119 0.136005 
-
5498.243452 

-
5500.515339 

TS3a -5880.0800 0.588819 -5879.4328 0.160781 
-
5879.579779 

-
5882.403174 

INT1b -5420.0592 0.431524 -5419.586 0.124041 
-
5419.699923 

-
5421.840313 

TS3b -5801.4844 0.534071 -5800.8971 0.150077 
-
5801.034224 

-
5803.724306 

INT1p -3189.8039 0.307525 -3189.4721 0.081614 
-
3189.549687 

-
3190.826582 

INT2p -3382.8083 0.394796 -3382.3799 0.105065 
-
3382.476804 

-
3384.043692 

INT2p-c2 -3382.8083 0.394796 -3382.3799 0.104852 
-
3382.476678 

-
3384.043567 

INT2p-c3 -3382.8084 0.394917 -3382.38 0.104332 
-
3382.476653 

-
3384.043375 

INT2p-c4 -3382.807 0.394534 -3382.3788 0.106309 
-
3382.476424 

-
3384.041532 

INT2p-c5 -3382.8083 0.394716 -3382.3799 0.105411 
-
3382.477104 

-
3384.041818 

INT2p-c6 -3382.8084 0.394625 -3382.3801 0.105148 
-
3382.477172 

-
3384.041706 
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INT2p-c7 -3382.8082 0.394654 -3382.3799 0.104802 -3382.47682 
-
3384.041496 

INT2p-c8 -3382.8080 0.394812 -3382.3795 0.105986 
-
3382.476854 

-
3384.041233 

INT2p-c9 -3382.8083 0.394899 -3382.3798 0.105 -3382.47671 
-
3384.041425 

INT2p-c10 -3382.8083 0.394898 -3382.3798 0.104998 -3382.47671 
-
3384.041417 

TS1p -3382.7586 0.392916 -3382.3327 0.102244 -3382.42831 
-
3384.009755 

INT3p -3382.7763 0.393428 -3382.3501 0.101061 
-
3382.444765 

-
3384.015836 

INT5p -3571.2623 0.410299 -3570.8152 0.111193 
-
3570.918526 

-
3572.731854 

TS3p -3571.2378 0.410216 -3570.7918 0.107532 
-
3570.892659 

-
3572.706738 

INT6p -3571.2700 0.412051 -3570.8213 0.113213 
-
3570.925249 

-
3572.744981 
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