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Introduction
• Conformer generation with Diffusion model
• Less computationally expensive than DFT
• A small model in general (<100M parameters)



Results
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Benchmark of this model against existing models

Precision Recall MAE of ensemble properties Out-of-distribution generalization

SOTA On par SOTA SOTA
The least amount of incorrect 
samples generated.

The most amount of samples within 
the training set generated.

Energy, dipole moment, HOMO-
LUMO gap, minimum energy

Testing with larger molecules (>100 
atoms) with models trained on 
molecules with ~44 atoms on 
average
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Technical details
• Generative models
• Diffusion Transformers
• Flow matching
• Equivariance
• Conditioning
• Positional Embedding
• Self-attention
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Generative models
A generative model is a joint probability distribution 𝑝(𝑥), for 𝑥 ∈ 𝑋. In some cases, the model
may be conditioned on inputs or covariates	𝑐 ∈ 𝐶, which gives rise to a conditional generative
model of the form 𝑝(𝑥|𝐶).

- Probabilistic Machine Learning: Advanced Topics



11 August 2025

Diffusion Transformers



Equivariance
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That the output of a function is 
identical for different inputs that 
can be transformed into each 
other via certain permitted 
operations.

Slides from 
https://geometricdeeplearning.com/slides/Cambridge
_1_Introduction_to_Groups_and_Representations.pdf
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Architecture (model)
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Flow matching
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Conditioning
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Positional Embedding



11 August 2025

Self-attention
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Architecture (model)
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