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Efficiency-Accuracy Trade-off in Molecular Dynamics
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Electronic Structure
(DFT, etc.)

Classical Force 
Fields

Machine Learning 
Interatomic 
Potentials

Fast ❌ ✔️ (✔️)
Accurate ✔️ ❌ (✔️)
Big ❌ ✔️ (✔️)



Machine Learning Interatomic Potentials (ML-IPs)
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• NN-IP Promise: To learn high-fidelity potentials from ab-initio data while 
retaining favorable efficiency

• NN-IP Bottleneck: Typically require massive training sets (thousands to millions 
of reference structures).

Neural Equivariant Interatomic Potentials 
(NequIP)

Achieves state-of-the-art accuracy while outperforming existing 
models with up to three orders of magnitude fewer training data.



Physical Symmetries
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Invariant: does not change

O(3)-invariant model

Equivariant: internal features 
transform correspondingly when the 
input is transformed

O(3)-equivariant model



MD-17 Small Molecule Dynamics
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Liquid Water and Ice Dynamics
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Heterogeneous Catalysis of Formate Dehydrogenation
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Average force MAE: 38.4 meV/Å
Energy MAE: 0.50 meV/atom



Lithium Phosphate Amorphous Glass Formation
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Data Efficiency
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Conclusions
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• NequIP is an energy-conserving interatomic potential built on E(3)-equivariant 
convolutions.

• Equivariant convolutions over geometric tensors provide a more faithful 
representation of the atomic environment.

• Achieves state-of-the-art accuracy on MD-17 and diverse extended systems.

• Demonstrates outstanding data efficiency, making it possible to use limited, 
high-quality ab-initio data for model training.
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