
Journal Club 

Zihan Li

11th Apr. 2025

Nat. Commun. 2024, 15, 10160.



Content

1. Background for Research

2. LLM-RDF

3. Conclusion and Methods



1. Background for Research



Section 1. Background for Research

See page 1, 2

Importance

synthesis reaction design for drug discovery and chemical process

machine learning accelerate the development

QSAR
translation of multistep synthesis 

procedures from literature to 

experimental execution via natural 

language processing (NLP) models

relies on expert chemists, requires time and cost
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Research Progress

OpenAI released the large language

model (LLM) based ChatGPT

2022

Other LLM Claude, Gemini, Llama3.1, Mistral, et al.

Applications

literature mining, molecule and material 

discovery, reaction condition recommendation, 

optimization and lab apparatus automation.

See page 2
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See page 2

Deficiencies and Challenges

Fragmented coverage of the synthesis development stages

Fail to achieve fully autonomous end-to-end design
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See page 3

This Work

GPT-4 based

Pre-training

No coding

External tools available

Human-machine cooperation

Cu/TEMPO catalyzed aerobic alcohol oxidation

LLM-based reaction 

development framework
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Section 2. LLM-RDF

See page 3

Literature Search and Information Extraction!

https://www.semanticscholar.org

literature-oriented
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See page 4, 5

Substrate Scope and Condition Screening

First-principle theories  hard to predict yield

Machine learning based methods need amount of experimental data

High-throughput screening need programming, manual analysis and expensive  

It uses microplates as the carrier for experimental tools, an 

automated operating system to execute the experimental 

process, a sensitive and rapid detection instrument to collect 

experimental result data, and a computer to analyze and 

process the experimental data.
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See page 4, 5

Substrate Scope and Condition Screening



Section 2. LLM-RDF

See page 6

Substrate Scope and Condition Screening
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See page 5–7

Reaction Kinetics Study
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See page 8, 9

Reaction Condition Optimization!

Bayesian Optimization

· An efficient global optimization algorithm

· Suitable for the "black-box function" 

Surrogate Model

eg. Gaussian process

fit experimental data

predict the results
Acquisition Function

eg. expected improvement

Iteration
select most worthy 

condition to be tested
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See page 8, 9

Reaction Condition Optimization

Use probability of improvement and LLM

to terminate the BO algorithm.
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See page 8–10

Reaction Scale-up and Product Purification

Scale-up reaction
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See page 8–10

Reaction Scale-up and Product Purification

Purification
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See page 12

Conclusion

LLM-RDF demonstrates a transformative approach to chemical synthesis that integrates chemist 

users, LLM-based agents, and automated experimental platforms, significantly streamlining the 

traditional expertdriven and labor-intensive workflow of reaction development.

· LLM-based agents may provide incorrect responses        Introducing another LLM to double-check

Limitations

· Lack of domain knowledge                                                Retrieval-augmented generation

· Mathematical operations (recognized limitations)              Equip with integrated tools

· Reproducibility and transparency                                       More training

· Communication among LLM-based agents                       People can only do critical decisions
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See page 13

Methods

LLM-based agents

GPT-4

Qwen2-72B

Llama3.1-70B

Web application

Frontend: Vue.js, Node.js

Backend: Python FastAPI

GPT-4 APIs hosted on Azure
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See SI page 23

Methods

JSON

A lightweight data-interchange format

Easy for humans to read and write

Convenient for machines to parse and generate

Adopts an independent text format

Array (in square brackets)

Each object is enclosed in curly braces

Including key - value pairs
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See page 13

Methods

Bayesian Algorithm

PI Algorithm



Thank You
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