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LLM vs. Traditional ML
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1. Traditional Machine Learning (ML)
• Support Vector Machines (SVM)
• Random Forests (RF)

2. Neural Network Architectures in Deep Learning
• Recurrent Neural Networks (RNN) – for sequential data (e.g., text, reaction steps)
• Convolutional Neural Networks (CNN) – for grid-like data (e.g., spectra, electron 

density maps)
• Graph Neural Networks (GNN) – for molecular graphs (atoms as nodes, bonds as 

edges)
• Transformers – for long-range sequence modeling (e.g., SMILES, protein sequences)
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Large Language Models (LLMs)



LLM Types
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1. Encoder–decoder models
• Bidirectional and Auto-

Regressive Transformers
(BART)

2. Encoder-only models
• Bidirectional Encoder 

Representations from 
Transformers (BERT)

3. Decoder-only models
• Generative Pretrained

Transformer (GPT)

4. Multi-task and multi-modal 
models

• Text-to-Text Transfer 
Transformer (T5)

• NExT-GPT



LLM in Chemistry
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Encoder-only
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Decoder-only
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Encoder–decoder
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Mol-LLM: Molecular Representation Based on Strings
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Simplified Molecular Input Line Entry System



Predicts Reaction Yields Starting from Reaction SMILES

Philippe Schwaller et al 2021 Mach. Learn.: Sci. Technol. 2 015016
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The Capabilities and Development of LLMs
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https://github.com/ur-whitelab/LLMs-in-science



Autonomous Agent
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LLM-Agent



LLM-Agent
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Limitations and Challenges
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1. Lack of high-quality and diverse data

2. Absence of standardized benchmarks

3. Black-box nature and limited interpretability of LLMs



Thank You
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